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Problems from Chapter 6 Matrix Formulation of Quantum Mechanics 

1. Assume that any Hermitian matrix can be diagonalized by a unitary matrix. From 
this, show that the necessary and sufficient condition that two Hermitian matrices 
can be diagonalized by the same unitary transformation is that they commute. 

Definition of a unitary matrix page 152: 

�̂� = 𝑈−1, 𝑈�̂� = 𝐼, �̂�𝑈 = 𝐼 

Definition of transformation of a square matrix page 152: 

𝑆𝐴𝑆−1 = 𝐴′ 

Diagonal square matrix page 152: 

𝐴𝑘𝑙
′ = 𝐴𝑘

′ 𝛿𝑘𝑙,𝛿𝑘𝑙 = 1 𝑓𝑜𝑟 𝑘 = 𝑙 𝑒𝑙𝑠𝑒 𝛿𝑘𝑙 = 0 𝑓𝑜𝑟 𝑘 ≠ 𝑙 

Let 

𝑈𝐴𝑈−1 = 𝐴′ 

𝑈𝐵𝑈−1 = 𝐵′ 

The commutator of A and B is given by: 

[𝐴, 𝐵] = 𝐴𝐵 − 𝐵𝐴 

Multiply the commutator by the Hermitian matrix U and its inverse: 

𝑈[𝐴, 𝐵]𝑈−1 = 𝑈𝐴𝐵𝑈−1 − 𝑈𝐵𝐴𝑈−1 = 𝐴′ − 𝐵′ 

Suppose AB and BA are diagonal then [A, B] must be zero. 

2. Show that a nonsingular matrix of finite rank must be square. Also show in this case 
the following equation 

𝐴𝐴−1 = 𝐼 
Implies the equation: 

𝐴−1𝐴 = 𝐼. 

A nonsingular matrix of finite rank must be square since 

det(𝐴) ≠ 0 

Suppose the matrix is: 

𝐴 = [
𝑎 𝑏
𝑐 𝑑

] 



Then 

𝐴−1 =
1

𝑎𝑑 − 𝑏𝑐
[
𝑑 𝑏
𝑐 𝑎

] 

 

𝐴𝐴−1 =
1

𝑎𝑑 − 𝑏𝑐
[

𝑎 −𝑏
−𝑐 𝑑

] [
𝑑 𝑏
𝑐 𝑎

] =
1

𝑎𝑑 − 𝑏𝑐
[

𝑎𝑑 − 𝑏𝑐 𝑎𝑏 − 𝑏𝑎
−𝑐𝑑 + 𝑑𝑐 −𝑏𝑐 + 𝑎𝑑

] = [
1 0
0 1

] 

 
Likewise 

𝐴−1𝐴 = [
1 0
0 1

] 

 
det(𝐴) = 𝑎𝑑 − 𝑏𝑐 ≠ 0 

 
3. Show that the following equation is true: 

det(𝑒𝐴) = 𝑒𝑡𝑟(𝐴) 

Determinants have the following properties: 

det(𝐴𝐵) = det(𝐴) det(𝐵) 

det(𝐴2) = det (𝐴)2 

det(𝐴−1) =
1

det (𝐴′)
 

Expand the exponential of exp(A) as a Maclaurin series of square matrices: 

𝑒𝐴 = 𝐼 + 𝐴 +
1

2
𝐴2 + ⋯ = ∑

1

𝑚!
𝐴𝑚

∞

𝑚=0

 

det(𝑒𝐴) = ∑
1

𝑚!
det (𝐴𝑚)

∞

𝑚=0

 

The trace equation is given as shown below: 

𝑡𝑟(𝐴) = ∑ 𝐴𝑚𝑚

𝑛

𝑚=1

 

 

𝑒𝑡𝑟(𝐴) = 𝑒∑ 𝐴𝑚𝑚
𝑛
𝑚=1 = 𝑒𝐴11𝑒𝐴22 ⋯ 𝑒𝐴𝑛𝑛  

Now suppose: 



𝐴 = [
𝑎 𝑏
𝑐 𝑑

] 

𝑒𝑡𝑟(𝐴) = 𝑒𝑎𝑒𝑑 

 

det(𝑒𝐴) = ∑
1

𝑚!
det (𝐴𝑚)

∞

𝑚=0

= ∑
1

𝑚!
det (𝐴)𝑚

∞

𝑚=0

= 𝑛 + 𝑎𝑑 − 𝑏𝑐 +
1

2
(𝑎𝑑 − 𝑏𝑐)2 + ⋯ 

I must rely on the reader to finish solving this problem. 

4. Find two matrices A and B that satisfy the following equations: 
𝐴2 = 0, 𝐴�̂� + �̂�𝐴 = 𝐼, 𝐵 = �̂�𝐴 

 

(𝐴𝑘𝑙)
2 = ∑ 𝐴𝑘𝑚

𝑛

𝑚=1

𝐴𝑚𝑙  

 

𝐴�̂� + �̂�𝐴 = ∑ 𝐴𝑘𝑚

𝑛

𝑚=1

𝐴𝑚𝑙
∗ + ∑ 𝐴𝑘𝑚

∗ 𝐴𝑚𝑙

𝑛

𝑚=1

 

 
Where 0 is the null matrix and I is the unit (identity) matrix. Obtain explicit 
expressions for A and B in a representation in which B is diagonal, assuming it is 
nondegenerate. Can A be diagonalized in any representation? 
 
Suppose A is: 

𝐴 = [
𝑎 𝑏
𝑐 𝑑

] 

 

𝐴2 = [
𝑎 𝑏
𝑐 𝑑

] [
𝑎 𝑏
𝑐 𝑑

] = [𝑎2 + 𝑏𝑐 𝑎𝑏 + 𝑏𝑑
𝑐𝑎 + 𝑑𝑐 𝑐𝑏 + 𝑑2 ] = [𝑎2 + 𝑏𝑐 2𝑎𝑏

2𝑎𝑐 𝑎2 + 𝑐𝑏
] 

 

𝐴�̂� = [
𝑎 𝑏
𝑐 𝑑

] [
𝑎∗ 𝑏∗

𝑐∗ 𝑑∗] = [
𝑎𝑎∗ + 𝑏𝑐∗ 𝑎𝑏∗ + 𝑏𝑑∗

 𝑐𝑎∗ + 𝑑𝑐∗ 𝑐𝑏∗ + 𝑑𝑑∗] 

 

�̂�𝐴 = [
𝑎∗ 𝑏∗

𝑐∗ 𝑑∗] [
𝑎 𝑏
𝑐 𝑑

] = [
𝑎𝑎∗ + 𝑏∗𝑐 𝑎∗𝑏 + 𝑏∗𝑑
 𝑎𝑐∗ + 𝑑∗𝑐 𝑐∗𝑏 + 𝑑∗𝑑

] 

 

𝐴�̂� + �̂�𝐴 = [
2𝑎𝑎∗ + 𝑏𝑐∗ + 𝑏∗𝑐 𝑎𝑏∗ + 𝑎∗𝑏 + 𝑏∗𝑑 + 𝑏𝑑∗

 𝑐𝑎∗ +  𝑎𝑐∗ + 𝑑𝑐∗ + 𝑑∗𝑐 𝑐𝑏∗ + 𝑐∗𝑏 + 2𝑑𝑑∗ ] 

 
2𝑎𝑎∗ + 𝑏𝑐∗ + 𝑏∗𝑐 = 1 



 
𝑎𝑏∗ + 𝑎∗𝑏 + 𝑏∗𝑑 + 𝑏𝑑∗ = 0 

 
𝑐𝑎∗ +  𝑎𝑐∗ + 𝑑𝑐∗ + 𝑑∗𝑐 = 0 

 
𝑐𝑏∗ + 𝑐∗𝑏 + 2𝑑𝑑∗ = 1 

 
2𝑎𝑎∗ − 2𝑑𝑑∗ = 0 

 
𝑎𝑎∗ − 𝑑𝑑∗ = 0 

 
𝑎 = 𝑑 

 
𝑏 = 𝑐 = 0 

 
2𝑎𝑎∗ = 1 

 

𝑎𝑎∗ =
1

2
 

 

𝑎 = 𝑥 + 𝑖𝑦, 𝑎∗ = 𝑥 − 𝑖𝑦, 𝑎𝑎∗ = 𝑥2 + 𝑦2 =
1

2
, 𝑥 = 𝑦 =

1

√2
 

 

𝑎 = 𝑑 =
1

√2
+

𝑖

√2
, 𝑏 = 𝑐 = 0 

 
In the general case: 
 

𝐴�̂� + �̂�𝐴 = 2𝐴𝑘𝑙𝐴𝑘𝑙
∗ 𝛿𝑘𝑙 = 𝛿𝑘𝑙 

 

𝐴𝑘𝑘 = (
1

√2
+

𝑖

√2
) 𝛿𝑘𝑙 

 
𝛿𝑘𝑙 = 1∀𝑘 = 𝑙 

 
𝛿𝑘𝑙 = 0∀𝑘 ≠ 𝑙 

 

𝐵𝑘𝑙 = (�̂�𝐴)
𝑘𝑙

= (
1

√2
+

𝑖

√2
) 𝛿𝑘𝑙 (

1

√2
+

𝑖

√2
) 𝛿𝑘𝑙 = (

1

2
+

1

2
) 𝛿𝑘𝑙 = 𝛿𝑘𝑙  



 
𝐵 = 𝐼 

 
5.Find three matrices A, B, and C that satisfy the following equations: 
 

𝐴2 = 𝐵2 = 𝐶2 = 𝐼, 𝐴𝐵 + 𝐵𝐴 = 𝐵𝐶 + 𝐶𝐵 = 𝐶𝐴 + 𝐴𝐶 = 0 
 
Where 0 is the null matrix. Obtain explicit expressions for all three matrices in a 
representation in which A is diagonal , assuming it is nondegenerate. 
 

𝐴2 = ∑ 𝐴𝑘𝑚𝐴𝑚𝑙

𝑛

𝑚=1

= 𝛿𝑘𝑙  

 

𝐵2 = ∑ 𝐵𝑘𝑚𝐵𝑚𝑙

𝑛

𝑚=1

= 𝛿𝑘𝑙  

 

𝐶2 = ∑ 𝐶𝑘𝑚𝐶𝑚𝑙 =

𝑛

𝑚=1

𝛿𝑘𝑙 

 

𝐴𝐵 + 𝐵𝐴 = ∑ 𝐴𝑘𝑚𝐵𝑚𝑙 + ∑ 𝐵𝑘𝑚𝐴𝑚𝑙

𝑛

𝑚=1

𝑛

𝑚=1

= 0 

 

𝐵𝐶 + 𝐶𝐵 = ∑ 𝐵𝑘𝑚𝐶𝑚𝑙 + ∑ 𝐶𝑘𝑚𝐵𝑚𝑙

𝑛

𝑚=1

𝑛

𝑚=1

= 0 

 

𝐶𝐴 + 𝐴𝐶 = ∑ 𝐶𝑘𝑚𝐴𝑚𝑙 + ∑ 𝐴𝑘𝑚𝐶𝑚𝑙

𝑛

𝑚=1

𝑛

𝑚=1

= 0 

 
𝐴𝑘𝑚𝐵𝑚𝑙 + 𝐵𝑘𝑚𝐴𝑚𝑙 = 0 

 
𝐵𝑘𝑚𝐶𝑚𝑙 + 𝐶𝑘𝑚𝐵𝑚𝑙 = 0 

 
𝐶𝑘𝑚𝐴𝑚𝑙 + 𝐴𝑘𝑚𝐶𝑚𝑙 = 0 

 
𝑆𝐴𝑆−1 = 𝐴′ 



 
𝑆𝐴𝑘𝑙𝑆

−1 = 𝐴𝑘𝑙
′ 𝛿𝑘𝑙  

𝐴𝑘𝑚𝐵𝑚𝑙 = −𝐵𝑘𝑚𝐴𝑚𝑙  
 

∑ 𝑆𝑘𝑚𝐴𝑚𝑙 = 𝐴𝑘
′ 𝑆𝑘𝑙

𝑛

𝑚=1

 

 
Suppose the following: 
 

𝐴 = [
𝑎 𝑏
𝑐 𝑑

] , 𝐵 = [
𝑒 𝑓
𝑔 ℎ

] , 𝐶 = [
𝑟 𝑠
𝑡 𝑢

] 

 

𝐴𝐵 = [
𝑎 𝑏
𝑐 𝑑

] [
𝑒 𝑓
𝑔 ℎ

] = [
𝑎𝑒 + 𝑏𝑔 𝑎𝑓 + 𝑏ℎ
𝑐𝑒 + 𝑑𝑔 𝑐𝑓 + 𝑑ℎ

] 

 

𝐵𝐴 = [
𝑒 𝑓
𝑔 ℎ

] [
𝑎 𝑏
𝑐 𝑑

] = [
𝑒𝑎 + 𝑓𝑐 𝑒𝑏 + 𝑓𝑑
𝑔𝑎 + ℎ𝑐 𝑔𝑏 + ℎ𝑑

] 

 

𝐵𝐶 = [
𝑒 𝑓
𝑔 ℎ

] [
𝑟 𝑠
𝑡 𝑢

] = [
𝑒𝑟 + 𝑓𝑡 𝑒𝑠 + 𝑓𝑢
𝑔𝑟 + ℎ𝑡 𝑔𝑠 + ℎ𝑢

] 

 

𝐶𝐵 = [
𝑟 𝑠
𝑡 𝑢

] [
𝑒 𝑓
𝑔 ℎ

] = [
𝑟𝑒 + 𝑠𝑔 𝑟𝑓 + 𝑠ℎ
𝑡𝑒 + 𝑢𝑔 𝑡𝑓 + 𝑢ℎ

] 

 

𝐶𝐴 = [
𝑟 𝑠
𝑡 𝑢

] [
𝑎 𝑏
𝑐 𝑑

] = [
𝑟𝑎 + 𝑠𝑐 𝑟𝑏 + 𝑠𝑑
𝑡𝑎 + 𝑢𝑐 𝑡𝑏 + 𝑢𝑑

] 

 

𝐴𝐶 = [
𝑎 𝑏
𝑐 𝑑

] [
𝑟 𝑠
𝑡 𝑢

] = [
𝑎𝑟 + 𝑏𝑡 𝑎𝑠 + 𝑏𝑢
𝑐𝑟 + 𝑑𝑡 𝑐𝑠 + 𝑑𝑢

] 

 

▷ How to Diagonalize a Matrix ✅ (with practice problems) 
(algebrapracticeproblems.com) 

 
We use an example from the previous website: 
 

𝐴 = [
2 2
1 3

] 

 
 

https://www.algebrapracticeproblems.com/how-to-diagonalize-a-matrix-diagonalizable-diagonalization/#:~:text=The%20steps%20to%20diagonalize%20a%20matrix%20are%3A%20Find,of%20the%20conditions%20explained%20in%20the%20previous%20section%29.
https://www.algebrapracticeproblems.com/how-to-diagonalize-a-matrix-diagonalizable-diagonalization/#:~:text=The%20steps%20to%20diagonalize%20a%20matrix%20are%3A%20Find,of%20the%20conditions%20explained%20in%20the%20previous%20section%29.


det(𝐴 − 𝜆𝐼) = |
2 − 𝜆 2

1 3 − 𝜆
| = (2 − 𝜆)(3 − 𝜆) − 2 = 4 − 5𝜆 + 𝜆2 = (𝜆 − 4)(𝜆 − 1) 

 
The roots of the eigenvalue equation are: 
 

𝜆1 = 4, 𝜆2 = 1 
 

(𝐴 − 𝜆1𝐼)𝑣 = 0 
 

[
2 − 4 2

1 3 − 4
] [

𝑥
𝑦] = [

−2 2
1 −1

] [
𝑥
𝑦] = [

−2𝑥 + 2𝑦
1 − 𝑦

] [
𝑥
𝑦] 

 

[
𝑥
𝑦] = [

1
1

] 

Likewise: 
 

[
2 − 1 2

1 3 − 1
] [

𝑥
𝑦] = [

1 2
1 2

] [
𝑥
𝑦] = [

𝑥 + 2𝑦
𝑥 + 2𝑦

] 

 

[
𝑥
𝑦] = [

−2
1

] 

 

𝐴′ = [
1 0
0 4

] 

 

𝑆 = [
−2 1
1 1

] 

 

𝑆−1 =
1

−2 − 1
[

1 −1
−1 −2

] = [
−

1

3

1

3
1

3

2

3

] 

 

[
−2 1
1 1

] [
−

1

3

1

3
1

3

2

3

] = [

2

3
+

1

3
0

0
2

3
+

1

3

] = [
1 0
0 1

] = 𝐼 

 
I leave it up to reader to complete this problem. 


